1 Introduction

Human-Computer Interaction (HCI) is evolving towards non-contact devices, using perceptual and multimodal user interfaces. Computer Vision is very useful for achieving this goal, providing new ways of interaction. Human body tracking by monocular vision is an important task for the development of such systems.

Recent research in human motion analysis makes use of the Particle Filter (PF) framework. PF algorithm enables the modeling of a stochastic process with an arbitrary probability density function (pdf), by approximating it numerically with a set of samples called particles in a state-space process [Arlulampalam et al. 2002]. The main aim of particle filtering is the accurate tracking of a variable of interest as it evolves over time, such as kinematic information of objects in video sequences.

In this work, we propose some improvements to a previous particle filter framework [Montemayor et al. 2004]. In particular, we have implemented a real-time Joint Probability Distribution Particle Filtering for multiple object tracking in monocular video sequences. This computationally demanding task is processed on the graphics processing unit (GPU) in a stream programming model.

2 Exposition

Figure 1 outlines an iteration of the proposed particle filter algorithm that tracks 3 regions of interest (ROI). Note that in the GPU/CPU implementation scheme, the GPU side is shaded. The performance of the filter has been tested on a video sequence in which both hands and head of a user are tracked. The video frame at time $t$ is loaded into video memory as a texture data (Tex0) and a skin detection fragment shader is applied to it in order to obtain a binary image (Figure 1.b). So each particle carries information of $(x_{i}, y_{i})$ subwindow coordinates $(i = 1...3)$ and a global weight $w_{i}$ for this 3 ROIs configuration. In the first iteration this sampling is randomly generated from a uniform pdf.

An entire RGB texture (Tex1) is filled by arranging and loading each subwindow in separate channels as Figure 1.c shows. This fact is crucial for performance reasons. Particle weight computation is based on a template matching approach although we have previously sampled the original image at discrete locations instead of performing an exhaustive search. In order to improve this stage, a simple fragment program is created to carry out an effective hardware accelerated evaluation. This shader calculates the average of the RGB components per pixel. Then, and as we chose square subregions for each measurement, a mipmap reduction is accomplished to get an estimation of the particle weights $w_{i}$ at each pixel position.

In order to get an estimation refinement, we perform a resampling stage (see Figure 1.d.1) evaluating previous particle weights and concentrating particles around the most probable states, discarding those with lower weights.

Next, we get the second pass rendering results to proceed with the following stages of the particle filter which are carried in the CPU (shown in Figure 1.d.2), that are more deeply explained in [Montemayor et al. 2004]. The particle with the maximum weight $x_{\text{max}}$ is selected as best candidate for the state of the system in the iteration. In other words, the 3 best subwindow locations stored in the particle with maximum weight describe the position of hand and head.

3 Conclusion

A real-time joint probability distribution particle filter that exploits the intrinsic parallelism of the GPU architecture has been implemented. It successfully operates at 49 fps in a 3.2 GHz Pentium 4, 1 GB RAM equipped with a commodity NV34 graphics card for 256x256 video resolutions. This framework is applied to a human-computer interaction problem in which both hands and head of a user are tracked. This tracking task can be further refined in order to include a Gesture Recognition stage for an Intelligent User Interface.
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