Abstract. In this chapter we propose a procedure based on the scatter search methodology that can be used for searching the solution space of optimization problems whose solutions can be represented as binary vectors. It is a black-box procedure in the sense that it is not customized to solve a particular problem in this class. We compare it with three software products based on metaheuristic technologies when solving two well-known binary optimization problems: the knapsack and the maximum diversity problem.

1 Introduction

The purpose of this paper is to develop a black-box method for solving an important class of combinatorial optimization problems. Specifically, we tackle problems whose solutions can be represented with a vector of binary variables. The main contribution of our work is the development of a procedure based on the scatter search methodology that can be used for searching the solution space of optimization problems whose solutions can be represented as binary vectors. The procedure is general in the sense that it is not customized to solve a particular problem in this class. When solving an optimization problem, a common practice is to develop a context-dependent method (i.e., a procedure that explicitly exploits the structure and properties of the problem in order to conduct an efficient search). Most heuristic and metaheuristic implementations are based on this paradigm, i.e., developing a specialized method for a specific problem. Our current goal is different, as we attempt to create a method that finds solutions of reasonable quality for a class of problems based on a context-independent paradigm.

Black-box solvers (also referred to as general-purpose optimizers) based on metaheuristics have found their home in commercial implementations. We have identified three software products based on metaheuristic technologies, which are
able to solve general classes of binary problems. The Premium Solver by Frontline Systems, Inc (http://www.frontsys.com/), the OptQuest library by Opttek Systems, Inc (http://www.opttek.com/) and Evolver by Palisade Corporation (http://www.palisade.com/). In this paper we first propose a black-box solver for binary problems and then compare it with Solver, OptQuest and Evolver when solving two well known binary optimization problems: the knapsack and the maximum diversity problem.

2 Scatter Search Procedure

Scatter Search (SS) is a metaheuristic that explores solution spaces by evolving a set of reference points. It consists of five methods and their associated strategies. Three of them, the Diversification Generation, the Improvement and the Combination Methods, are typically problem-dependent and are designed for the problem or the class of problems being solved (we devoted a subsection to each of them). For the other two, the Reference Set Update and the Subset Generation Methods, we employ standard implementations [4] as most of the scatter search implementations.

We have adapted SS to develop a black-box solver for optimization problems with binary variables. We assume that a problem instance consists of finding a set of values for $x = (x_1, x_2, ..., x_n)$ - where $x_i = 0$ or $1$ - in order to maximize an unknown objective function. The user has the choice of specifying whether the problem is unconstrained or constrained. For unconstrained problems, any binary vector of $n$ elements is a feasible solution. For constrained problems, the solution evaluator returns a Boolean value indicating whether the solution is feasible or not. In other words, the solution method does not know the level of infeasibility or what specific variables need to be given a value of zero to make the solution feasible. The solution method, however, does know that for this type of problems, feasibility may be eventually achieved by switching variable values from 1 to 0.

2.1 Diversification Generation Method.

The search starts with the application of a diversification generation method that results in a population $P$ of $PSize$ points from which a subset is selected as the initial reference set ($RefSet$). To obtain solutions with different structures we apply three different generators of binary vectors and create $PSize/3$ solutions with each one of them.

We first create $PSize/3$ solutions with a systematic generator [4] and then compute $score(i)$ for each variable $x_i$ to estimate its contribution to the objective function value in order to generate the remaining $2PSize/3$ solutions considering both quality and diversity. The score calculation is such that a large (small) score value for a variable indicates that, historically, objective function values of higher quality are obtained when this variable takes on the value of 1 (0).
The second generator, G2, constructs a solution step by step, starting with all variables set to 0, and switching in each step one variable from 0 to 1. The variables are randomly selected and the probability of changing a selected variable from 0 to 1 is given by $\text{Prob}(x_i = 1) = 0.1 + \text{score}(i)$. The addition of 0.1 to the computation of the probability reflects a bias to change the variable value from 0 to 1 when the score is close to 0.5. For unconstrained problems, G2 performs steps as long as the solution under construction improves. For constrained problems, G2 performs steps as long as the solution under construction remains feasible.

The third generator, G3, can be viewed as a destructive method proposed in [2]. It starts with all variables set to 1 and at each step it switches the value of one variable from 1 to 0. Variables are probabilistically selected according to their score values. The complement of the scores (i.e., $1 - \text{Prob}(x_i = 1)$) is used to calculate the probability of changing the value from 1 to 0. The stopping criterion is customized for both type of problems in a similar way as in G2.

The initial $\text{RefSet}$ must balance solution quality and diversity, and we follow the standard reference set update method, selecting the best $b/2$ solutions (where $b = |\text{RefSet}|$) from $P$ and then the $b/2$ solutions in $P$ that are most diverse with respect to those already in the $\text{RefSet}$ (computing the maximum of the minimum distances between each solution and the solutions already in $\text{RefSet}$ as it is customary in scatter search). Diversity is measured according to the following distance function between solutions. The distance between solutions $x = (x_1, x_2, \ldots, x_n)$ and $y = (y_1, y_2, \ldots, y_n)$ is given by $d(x, y) = \sum_{i=1}^{n} |x_i - y_i|$. We follow the standard subset generation method and the procedure generates all pairs of reference solutions that have not been combined before. We limit the application of the improvement method to promising solutions. Specifically, we store the trial solutions resulting from the application of the combination method in a temporary $\text{Pool}$, and we apply the improvement method to the $b/2$ best solutions in $\text{Pool}$. The reference set is then updated by selecting the best $b$ solutions from the union of the $\text{RefSet}$ and $\text{Pool}$ (where the improved solutions replaced the original ones in $\text{Pool}$). If the combination method is incapable of creating solutions that can be admitted to the $\text{RefSet}$, the reference set is rebuilt. The rebuilding consists of keeping the best $b/2$ solutions intact and replacing the worst $b/2$ solutions in the $\text{RefSet}$ with new diverse solutions from $P$. The method stops after a pre-established $\text{MaxTime}$ CPU seconds.

### 2.2 Improvement Method

The improvement method consists of a local search procedure. It is applied to the best $b/2$ solutions in the $\text{RefSet}$. A global iteration of the improvement method consists of three steps. First, we construct the candidate list $\text{CL} = \{x_i | (x_i = 0 \land \text{score}(i) \geq \text{th}_1) \lor (x_i = 0 \land \text{score}(i) \leq \text{th}_2)\}$ of elements (variables) to be changed. $\text{CL}$ contains the variables with a value of 0 and a large score value (close to 1), as well as the variables with a value of 1 and a small score value (close to 0). Therefore, according to the score information we should flip (from 1 to 0 and from 0 to 1) the value of the variables in $\text{CL}$. 
In the second step we order the elements (variables) in $CL$ according to their score value (where those with the largest score are located first) and then, in the third step, we scan them in this order in search for improving moves. We perform several iterations in the third step alternating flip and swap moves, where a swap consists of exchanging the values of two different variables. In the first iteration we try flip moves with all the elements in $CL$ (examined in order), changing their value if it improves the objective function. The $CL$ is reconstructed at this point. Then, in the second iteration we consider swap moves with all the elements in $CL$ (examined in order), in which we try to exchange the value of each variable with the value of another variable. To do this we implement a first strategy, which scans the list of variables in search for the first one whose movement results in a strictly positive change of the objective function value. After this process, the $CL$ is reconstructed again. Further iterations are performed alternating between flip and swap moves. The method stops after $MaxImpIter$ iterations or before, if no improvements are achieved after trying all flips and swaps.

2.3 Combination Method

The reference set is a collection of $b$ solutions that are used to generate new solutions by way of applying a combination method. In order to design a context-independent methodology that performs well across a wide collection of different binary problems, we propose a set of six combination methods from which one is probabilistically selected according to its performance in previous iterations (i.e., the selection process is reactive). This method was successfully applied by [1].

Solutions in the $RefSet$ are ordered according to their objective-function value (where the best solution occupies the first place). When a solution obtained with a combination method $CM_i$ qualifies to be the $j$th member of the current $RefSet$, we add $b - j + 1$ to $success(CM_i)$. Therefore, combination methods that generate good solutions accumulate higher success values and increase proportionally their probability of being selected. To avoid initial biases, this mechanism is activated after the first $InitIter$ combinations, and before this, selections are made completely at random. A description of the combination methods follows. These methods generate the new trial solution $z$ from the combination of two reference solutions $x$ and $y$. It should be mentioned that the score value, initially computed with the solutions in $P$, is updated during the entire search process, thus providing an estimation of the contribution of each variable (when it takes on the value of 1) to the objective function value.

The $CM_1$ combination method first computes the partial solution $z$ formed with the “union” of $x$ and $y$, that is $z_i = 1$ if $x_i = 1$ or $y_i = 1$, otherwise $z_i = 0$. It then performs a series of steps switching some variables from 1 to 0 in a similar way as the G3 generator. Specifically, at each step, the method uses the score values to select probabilistically one variable with the value of 1 to switch it to 0. For unconstrained (constrained) problems, it continues in this fashion while the solution improves (remains feasible). The $CM_2$ combination method is similar to $CM_1$ with the only difference that the variable selection (to switch
the value from 1 to 0 in $z$) is performed completely at random, that is, without considering the score values.

The $CM_3$ combination method is an adaptation of the one proposed by [4] in the context of the knapsack problem. The method calculates a weight for each variable, based on the objective function value of the two reference solutions being combined. The weight for variable $i$ that corresponds to the combination of reference solutions $x$ and $y$ is calculated with the following formula:

$$weight(i) = \frac{f(x)x_i + f(y)y_i}{f(x) + f(y)}$$  \hspace{1cm} (1)

In this formula $f(x)$ is the objective function value of solution $x$ and $x_i$ is the value of the $i$th variable. Then, the trial solution $z$ is constructed by using the weight as the probability for setting each variable to one, i.e., $Prob(z_i = 1) = weight(i)$.

The $CM_4$ combination method first computes the partial solution $z$ formed with the “intersection” of $x$ and $y$. A number of steps are then performed in which a variable with the value of zero is chosen. The probability of selecting variable $i$ is proportional to $weight(i)$. (Note that the larger the weight the more attractive it is, at least from the history of the search, to set the value of the variable to one.) The difference between $CM_3$ and $CM_4$ is that $CM_3$ starts the process of switching variable values from 0 to 1 with all the variables set to 0 while $CM_4$ starts with the partial solution $z$ that represents the intersection of the reference solutions being combined. $CM_4$ stops in the same way as $CM_1$, depending on the type of problem.

The $CM_5$ combination method is very similar to $CM_4$. Starting from the partial solution constructed with the intersection of the reference solutions, variables that are set to 0 are chosen to change their value to 1. The only difference with $CM_4$ is that variables with a value of 0 are selected completely at random, that is, ignoring their weight values.

The $CM_6$ combination method starts with all the variable values set to 0. Then, it applies the G2 constructive method with the restriction that the $z_i$ variables that are candidates to be switched to 1 are those with a value of 1 in $x$ or $y$ (i.e., those for which $x_i + y_i \geq 1$).

3 Experimental Results

This section describes the computational experiments that we have performed to test the efficiency of our context-independent scatter search procedure as well as comparing it with various methods from the literature. We have implemented the methods in Java SE 6 and all the experiments were conducted on a Pentium 4 computer at 3 GHz with 2 GB of RAM.

We have used two combinatorial optimization problems to test our procedure. Solutions to these problems are naturally represented as binary vectors: the knapsack problem and the maximum diversity problem.
The knapsack problem consists of choosing, from a set of items, the subset that maximizes the value of the objective function subject to a capacity constraint. This is a budget-constrained problem that attempts to maximize the benefit associated with selecting a subset of \( n \) available objects. Pisinger [6] considered a three step method based on the well-known ratios between the objective function and constraint coefficients. We use this specialized method in our experiments to compare our results. We consider 96 instances from four types, as documented in Pisinger [5]: strongly correlated, subset sum, uncorrelated and weakly correlated instances. Specifically, we target 24 instances in each group with \( n = 100, 300, 1000 \) and 3000 (6 instance for each \( n \) value).

The maximum diversity problem (MDP) consists of selecting a subset of \( k \) elements from a set of \( n \) elements in such a way that the sum of the distances between the chosen elements is maximized. Clearly, a solution to this problem can be represented as a binary string \( x \), where variable \( x_i \) takes on the value of 1 if element \( i \) is selected and 0 otherwise, \( i = 1, \ldots, n \). There is only one constraint in this problem that forces that exactly \( k \) variables in the string are assigned the value of 1. This problem belongs to the class of binary constrained problems.

We will compare our method with the recent specialized SS algorithm in [3] since it has been shown to outperform previous approaches. We consider 92 instances from two sources. The first one with 40 instances, referred to as *Glover*, for which the values are calculated as the Euclidean distances from randomly generated points with coordinates in the 0 to 100 range. The second one with 52 instances, referred to as *Silva*, for which the values are integer numbers randomly generated between 50 and 100. The value of \( n \) ranges from 50 to 300 and the value of \( k \) ranges from \( 0.1n \) to \( 0.3n \).

In each experiment we compute for each instance, the overall best solution value, BestValue, obtained by all executions of all methods. Then, for each method, we compute the relative percent deviation between the best solution value (Value) obtained with the method and BestValue for that instance. We report the average percent deviation (Dev.) in which a value of 100% is assigned when a feasible solution is not found. In this way, the average Dev. value reflects the method’s ability to find feasible solutions. We also report, for each method, the number of instances for which it obtains any feasible solution (#Feasible) and the number of instances for which the value of the best solution obtained with this method matches BestValue (#Best). In addition, we calculate the Rank statistic - proposed by [7] - associated with each method. For each instance, the \( n_{\text{rank}} \) of a method M is defined as the number of methods that found a better solution than the one found by M. In case of ties, all the methods receive the same \( n_{\text{rank}} \), equal to the number of methods strictly better than all of them. The value of Rank is the sum of the \( n_{\text{rank}} \) values for all the instances in the experiment, thus, the lower the Rank the better the method.

In our preliminary experimentation with 96 representative instances (48 knapsack and 48 MDP) we set the parameters \((th_1, th_2)\) equal to (0, 1) and the
MaxImpIter parameter equal to 30. We compare our scatter search implementation (Black-Box SS) against the three well known commercial solvers mentioned in the introduction: the Evolutionary Premium Solver by Frontline Systems in the Solver Software Development Kit (version 7.2), OptQuest by OptTek Systems (version 6.2) and Evolver by Palisade Corporation in the Evolver Development Kit (version 4.1.2). We also compare with the the specialized method as well as the solution obtained with Cplex when solving the linear integer formulation of the problem. Tables 1 and 2 report the Dev., #Feasible, #Best and Rank values for the six methods considered on the knapsack and MDP problems respectively. The termination limit was set to 30 seconds for all the methods.

### Table 1. Knapsack problem

<table>
<thead>
<tr>
<th>Method</th>
<th>Dev.</th>
<th>#Feasible</th>
<th>#Best</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>OptQuest</td>
<td>2.66%</td>
<td>96</td>
<td>61</td>
<td>71</td>
</tr>
<tr>
<td>Evolver</td>
<td>58.59%</td>
<td>40</td>
<td>3</td>
<td>397</td>
</tr>
<tr>
<td>Solver</td>
<td>51.57%</td>
<td>47</td>
<td>7</td>
<td>288</td>
</tr>
<tr>
<td>Black-Box SS</td>
<td>0.95%</td>
<td>96</td>
<td>30</td>
<td>186</td>
</tr>
<tr>
<td>Cplex</td>
<td>0.00%</td>
<td>96</td>
<td>94</td>
<td>0</td>
</tr>
<tr>
<td>Specialized method</td>
<td>0.00%</td>
<td>96</td>
<td>41</td>
<td>136</td>
</tr>
</tbody>
</table>

### Table 2. Maximum diversity problem

<table>
<thead>
<tr>
<th>Method</th>
<th>Dev.</th>
<th>#Feasible</th>
<th>#Best</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>OptQuest</td>
<td>2.48%</td>
<td>92</td>
<td>7</td>
<td>174</td>
</tr>
<tr>
<td>Evolver</td>
<td>88.93%</td>
<td>9</td>
<td>1</td>
<td>376</td>
</tr>
<tr>
<td>Solver</td>
<td>2.40%</td>
<td>92</td>
<td>2</td>
<td>211</td>
</tr>
<tr>
<td>Black-Box SS</td>
<td>0.22%</td>
<td>92</td>
<td>31</td>
<td>59</td>
</tr>
<tr>
<td>Cplex</td>
<td>6.04%</td>
<td>92</td>
<td>1</td>
<td>316</td>
</tr>
<tr>
<td>Specialized method</td>
<td>0.07%</td>
<td>92</td>
<td>71</td>
<td>17</td>
</tr>
</tbody>
</table>

The behavior of Black-Box SS is fairly consistent across both problem classes. The method delivers low relative percent deviations with respect to the best-known solutions and always ranks best among the black-box solvers, which are also based on evolutionary strategies. Moreover, in both problems it obtains feasible solutions in all the instances. Note that Evolver only obtains feasible solutions in 9 out of 92 MDP instances while Solver only is able to obtain feasible solutions in 47 out of the 96 knapsack instances. The performance of OptQuest is
quite robust in both problems. On the other hand, Cplex performs very well on
the knapsack problem (it outperforms the other methods) but provides low qual-
ity results on the MDP. As expected, the solutions of all the black-box solvers
are not as good as those obtained with the specialized, and best-known, algo-
rithms. However, they can be applied to a wide range of binary problems while
the specialized SS algorithms considered can only be applied to one particular
problem.

We applied the non-parametric Friedman test for multiple correlated sam-
ples to the best solutions obtained by each of the 4 black-box methods. This test
computes, for each instance, the rank value of each method according to solution
quality. Then, it calculates the average rank values of each method across all the
instances solved. If the averages differ greatly, the associated p-value or signifi-
cance will be small. The resulting p-value of 0.000 obtained in this experiment
clearly indicates that there are statistically significant differences among the four
methods tested.

4 Conclusions

We have described the development of a scatter search application to optimiza-
tion of problems whose solution representation is given by a binary vector. The
results of our experiments are quite conclusive regarding the effectiveness of the
method that we have developed. In the process of developing this method, we
are able to show the advantages of using multiple combination methods and at
the same time the disadvantage of reducing the size of the neighborhood in the
improvement method. The first-improving strategy when applied to the com-
plete neighborhood resulted in an effective use of the allotted searching time.
We expect that our experience will help software developers to improve upon
the commercial solvers that are based on evolutionary processes.
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